
Loss Function
During training we optimize the following, multi-part  loss function:

the object loss Lconf and the location offset loss Lloc are identical as 
those defined in fastrcnn. Similar to semantic segmentation, Lseg use 
weighted cross-entropy loss.

where θ denotes CNN parameters, yij denotes the network prediction for 
the input box B at pixel (i, j) and ω is foreground-background pixel-
number ratio used to balance the weights. 
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Abstract

Proposed Method

As a binary labeling problem, video object segmentation targets at 
segmenting one or more specific objects throughout a video sequence. 
Since 2016, many video object segmentation methods based on deep 
learning have been developed. Most of these methods use the ground 
truth segmentation mask of the first frame to fine-tune the subsequent 
segmentation frames of the video. Satisfactory segmentation accuracy 
can be achieved ultimately. But the fine-tuning process fails to meet the 
requirements of real-time applications. In this work, we propose a fast 
and effective method which does not rely on fine-tuning. Our network is 
mainly divided into two parts: location and segmentation.  We also 
extract the semantic information of the annotation object in the first 
frame to generate corresponding channel-wise weights so as to re-target 
the network to locate and segment the specific object accurately. The 
experimental results show that on the DAVIS 2016 dataset, our method 
without fine-tuning exhibits more competitive results than the most 
advanced methods using online fine-tuning. The J&F average index 
reached 79.7%, and the running time per frame was only 0.11s.

Experiment Result

In this paper, we propose a novel framework to process video 
object segmentation which is fast and accurate. Different from 
existing methods that heavily rely on the fine-tuning base on the 
object mask in the first frame. We propose a two-stage framework, 
locate and then segment. Especially, we extract the semantic 
information of the annotation object in the first frame to generate 
corresponding channel-wise weights so as to re-target the network. 
Compared with other video object segmentation algorithms, our 
method has obtained competitive results on both DAVIS 2016 and 
DAVIS 2017 datasets, and can better solve complex background 
problems. But there are rooms for improvement, we will continue to 
study. The next step we will be to introduce more spatial information 
to learn more powerful feature representations, so as to deal with the 
problem of similar object instances occluding each other.
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 Conclusion

Fig. 1.We propose a two-stage framework. Feature maps are shared 
with location and segmentation. And we adjust channel-wise weights of 
the network feature map by extracting the semantic information of the 
annotated object in the first frame and generating the scale parameter of 
the channel-wise. 

优胜奖

Fig. 3.Our segmentation results of DAVIS 2017.

Table 1.Evaluation Results of Different Methods on DAVIS 2016 
Dataset

We evaluate our proposed method on the validations set of 
DAVIS 2016 and compare with some state-of-the-art methods. 
TABLE Ⅰ shows the results of different approaches on DAVIS 2016. 
We compared with three approaches using model fine-tuning on 
target video (OSVOS, MaskTrack and OnAVOS). And we also 
compared with four approaches without fine-tuning (VPN, OSMN, 
FAVOS, and OnAVOS-).  
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Fig. 2.Some qualitative results of our approach compare with 
OSVOS on DAVIS 2016.

Object Segmentation
Based on the location results of the object, the next step is to 

segment the object within bounding box. The FCN architecture is 
utilized as the base network for segmentation. FCN predicts the 
segmentation mask of each object bounding box. We align the box with 
the feature map through the Feature Pyramid RoIAlign layer, making the 
per-pixel spatial maintains a good correspondence. This makes the 
segmentation more accurate.

From Fig. 1, we can see that  the  feature  map  shared by 
segmentation network and location network. The features are inputted to 
the segmentation network also have multiple scales. First, we map the 
obtained object bounding box to the corresponding feature map. We use 
the mapping formula in fastrcnn to find the feature map of which scale 
the object bounding box corresponds to. After obtaining the mapped 
feature map, RoIAlign pools the corresponding area in the feature map 
into a fixed-size feature map according to the position coordinates of the 
object bounding box. RoIAlign cancels the quantization operation and 
uses the bilinear interpolation method to obtain the image value on the 
pixel with the floating point number, thereby converting the entire 
feature aggregation process into a continuous operation. RoIAlign avoids 
the negative impact of quantization on predicting pixel-accurate masks, 
and makes the segmentation result more accurate. Finally, the feature 
map is inputted into the FCN to get the final segmentation mask. 

Object Location
The input image is divided into S×S grids in the location network. 

If the center of the object falls into the grid cell, that grid cell is 
responsible for detecting the object. Each grid cell needs to predict k 
bounding boxes, where k = 3. Each bounding box consists of 5 
predictions: x, y, w, h and confidence. The (x, y) coordinates represent 
the center of the box relative to the bounds of the grid cell. w and h are 
the height and width predicted relative to the whole image. The 
confidence prediction the intersection over union (IoU) between the 
predicted box and any ground truth box. Formally we define confidence 
as:

The confidence score should be zero if no object exists. By multiplying 
this cross-union ratio, the accuracy of the predicted bounding box is 
reflected. 
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