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摘要

提出的方法

    Accurate segmentation of entity categories is the key step 
for 3D scene understanding. In this paper, we present a fast 
deep neural network model with Dense Conditional Random 
Field(DCRF) as a post-processing method, which can perform 
accurate semantic segmentation for 3Dpoint cloud scene. On this 
basis, a compact but flexible framework is introduced for 
performing segmentation to the semantics of point clouds 
concurrently, contribute to more precise segmentation. Moreover, 
based on the labels of semantics, a novel DCRF model is 
elaborated to refine the result of segmentation. Besides, without 
any sacrifice to accuracy, we apply optimization to the original 
data of point cloud, allowing the network to handle fewer data. In 
the  exper imen t ,  ou r  p roposed  me t hod  i s  conduc t ed 
comprehensively through four evaluation indicators, proving the 
superiority of our method. 

1. 框架
        Given a 3D point cloud, we first map the point cloud into 
critical points through voxelization, and then extract more 
interdependent effective feature preparing for importing it into 
network for further feature extraction, after which the mapped 
point cloud scene is imported to network to perform semantic 
segmentation. To finish this task, and predict the semantic label 
of each point cloud of the scene, we design our network structure 
based on PointNet. In the end, those labels will be merged into 
the CRF model to optimize semantic segmentation. 

实验

        This paper proposes a novel network structure that 
improves semantic segmentation results. By applying 
semantic segmentation to produce a segmentation model, our 
network achieves high accuracy on semantic segmentation 
taking CRF as a post-processing step. At the same time, 
performing mapping and feature extension to point cloud data 
in the stage of preprocessing, the number of network 
arguments are sharply cut off without decreasing the overall 
performance. Compared to other methods, we evaluate our 
proposed methods on S3DIS indoor dataset, which shows 
tha t  the  proposed method has good segmenta t ion 
performance and can be easily generalize into other 
segmentation tasks within various point cloud scenes. 
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结论

图1. The overview of our overall framework 

图2. Neural network for semantics segmentation

        The results of our method are shown in figure right. The 
first column represents the original 3D point cloud scene; the 
second column represents the ground truth of the scene 
appeared in the first column; the third column represents the 
results processing the original scene without optimizing 
through CRF; the fourth column represents the segmentation 
result with CRF optimization.

图3. This figure shows the different scenarios in the 
Area5 area of the S3DIS data set 

Method mIoU mAcc mRecall

PointNet 
PointNet++

ASIS 
Ours

Ours(+CRF)

47.6
50.8
55.7
53.7
56.2

52.1
58.3
59.3
65.6
67.5

-
-
-

0.338
0.372

表1. Semantic segmentation mIoU, oAcc and mRecall on 
S3DIS.
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