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    Temporal  act ion detect ion is  a  chal lenging task  in  v ideo 
understanding. Locating the activities more accurately on fuzzy 
temporal action boundary is a difficulty. So it is crucial to generate 
temporal proposals with precise boundaries and high-quality.  To better 
solve this issue, we propose a  novel temporal action detection method 
based on Temporal Deformable Proposal Generation (TDPG).  In 
TDPG, modified C3D network is used to extract robust features. 
Deformable Proposals Generation module adaptively expands the 
receptive field through temporal deformable convolution to generate 
deformable proposals with more precise temporal boundaries. And then 
selected deformable proposal segments are used to predict action 
classification scores and refine temporal boundary. Our method is 
trained end to end with jointly optimized classification and regression 
loss. Experimental results show that our method achieves better 
performance than state-of-the-art method on two public datasets 
THUMOS’14 and Charades.

1. Framework
    As shown in Fig 1, the overall architecture of the system consists of 
Feature Extraction, Deformable Proposal Generation and Classification 
with Deformable Proposals. By acquiring temporal features in the 
modified C3D network, we input temporal feature into DPG to extract 
variable length candidate proposals, in the Localization Subnet, soft-
NMS is used to delete duplicate candidate proposals, classification 
layers and The regression layer is used to obtain the final test result. 

1.Datasets
    THUMOS'14 has 200 validation set videos and 213 test set videos 
with time annotations for the temporal detection task. Charades is a 
recently introduced dataset for activity classification and detection. 

  We propose a temporal action detection method based on Temporal 
Deformable Proposal Generation (TDPG). In TDPG, Deformable 
Proposal Generation module generates deformable proposals with 
more precise boundaries by using temporal deformable convolution 
to appropriately expand receptive field. Our method has state-of-the-
art performance on THUMOS14 and Charades, which shows that 
our method can more accurately locate the temporal boundary. Of 
course, there are still areas for improvement in our model. Different 
action classes with similar actions are prone to large errors. We lack 
consideration of background information. For future work, we plan 
to explore the use of background information to reduce the false 
detection rate and further improve the effect of model.
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2. Feature Extraction
     In our model, modified C3D network is used to extract temporal 
features from a sequence of RGB frames denoted as V∈RC×L×H×W, 
where C is the number of channels, L is the number of frames, H and W 
are the height and width of each frame respectively. Our feature 
extraction module uses conv1 to conv5b in C3D and a 3D max-pooling 
layer (kernel size 2×H/16×W/16, temporal stride 2). 
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2.Results

Fig. 1. Framework of our method.
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    Table 2. Action detection results on testing set of Charades measured 
by mAP@0.5. 
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3. Deformable Proposal Generation
    Deformable Proposal Generation (DPG) is shown in Fig. 1. Inspired 
by Dai et al., we changed the deformable convolution to temporal 
dimension. It is divided into two steps. Firstly, temporal deformable 
convolution expands the sampling locations with additional temporal 
offsets. Secondly, temporal deformable convolution aggregates the 
features of sampled locations. Specifically, a regular grid R is used for 
sampling on the input feature map x, and R={-1,...,0,...,1}. For each 
temporal feature location p, the output feature map y is defined as:

Table 1. Action detection results on testing set of THUMOS'14, 
measured by mAP (%) at different IoU thresholds.
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Fig. 2. Qualitative visualization on THUMOS'14.
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Fig. 3. Qualitative visualization on Charades.

where w(pn) represents the weight; pn is the n-th element in R. In the 
next step, we use the temporal offset ∆pn on temporal convolution to 
expand the regular grid R to obtain the output of the temporal 
deformable convolution:

where {∆pn | n=1,...,N}, N = |R|. Since the temporal offset ∆pn is 
usually a fraction, it can be calculated by temporal linear interpolation:
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where p+ pn+∆pn denotes an arbitrary location; s enumerates all 
integer positions in the input feature map x.

4. Classification with Deformable Proposals
    Classification with Deformable Proposals(CDP) first uses soft-NMS 
to delete and select deformable proposal segments obtained in DPG, 
then uses Segments of Interest Pooling (SoI Pooling) to extract fixed-
size features of selected proposals, and finally performs action 
classification and boundary regression based on pooled features.

5. Loss function
    To train TDPG, we need to jointly optimize the classification and 
regression tasks. We define a multi-task loss function which contains the 
weighted sum of classification loss and regression loss:
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where Lcls , Lreg respectively represent multi class cross entropy loss 
function and smooth L1 loss function; Ncls, Nreg is batch size and the 
number of proposal segments respectively;is a loss trade-off parameter 
and is set to a value 1;λ is respectively the predicted probability of 
activities and the ground truth.The coordinate transformation is defined 
as: 

 
 iii

iiii

lll

lccc

/log

/
*

*






